Syllabus for CS491/PSCH 494
Special Topic: Introduction to Cognitive Science
Fall semester, 2015
Instructor Stellan Ohlsson

Background and Purpose

Cognitive Science emerged in the aftermath of World War II, driven by the invention of what we now recognize as information processing technologies: radar, sonar, bomb sights, cryptography, etc., as well as information-related theories and sciences: information theory, Boolean logic, automata theory, cybernetics, decision theory, etc. The most impactful of these developments was the invention of digital computers and the associated software tools. The concept of a stored program computer, plus the ideas of symbolic (as opposed to arithmetic) data, and algorithms for processing such data were key advances. These technical and conceptual innovations inspired new approaches to old problems, the formulation of new problems, and the development of new research techniques, both empirical and theoretical. These new concepts, problems, tools, and forms of inquiry combined to form a new discipline, Cognitive Science. Its core is the application of a computational perspective to the study of complicated systems. A key feature of this approach is its interdisciplinary character. Studies in artificial intelligence, psychology, neuroscience, linguistics, philosophy, and the social sciences illuminate each other when viewed through the lens of computation. The cognitive sciences are also characterized by the use of computational modeling as an important research practice.

The purpose of this course is two-fold. At a general level, it aims to transmit the computational perspective to students at the 400 and 500 levels. To this end, the course will briefly cover the history and emergence of Cognitive Science, with emphasis on what was new and unique about this perspective, and the ways in which it extended earlier forms of inquiry. The course will proceed to an examination of basic concepts like representation and process, with explicit links to programming. Simple programming exercises, some in the form of actual computer programs and some in the form of paper-and-pencil exercises, will instantiate the general concepts. Attention will be given to the concept and practice of computational modeling of systems of various kinds. This type of modeling will be set in the context of the place and role of modeling in science in general. At the general level, the unifying theme of the course is Cognitive Science as the study of general intelligence. Consequently, the course is focused on cognitive psychology and AI, with less attention on linguistics, philosophy, and the social sciences.

At a more specific level, the goal is to familiarize the students with particular lines of work on specific cognitive problems, and to teach basic Cognitive Science modeling skills. The readings and exercises include some historical papers, review papers, as well as peer reviewed research articles. There is no text book.
The course will end with a brief look forward. What developments are rising over the horizon that are likely to impact future work on the computational analysis of complicated systems?

**Method of Instruction**

The course is primarily intended for students from the Departments of Computer Science and Psychology. It might also be of interest to students from the Learning Sciences Program, the Information and Decision Sciences program, and the UIC School of Education. The course will be taught by Stellan Ohlsson, Professor of Psychology and Adjunct Professor of Computer Science. The class will meet once a week. Each class period will include a mixture of lecture, discussion of readings, and hands-on training in particular cognitive science practices. Students will be graded on the basis of their level of participation in class discussions and the quality of a semester-long class project.

To accommodate the expected diverse academic backgrounds of the students, there is a range of alternative prerequisites. At the 200-level, either CS 251 Data Structures or PSCH 242 Research Methods is required. At least one of CS 411 Artificial Intelligence I, CS 421 Natural Language Processing, PSCH 459 Cognitive Methods, PSCH 457 Cognitive Psychology of Skill and Knowledge Acquisition, is recommended.

**Instructions for Student Projects**

The purpose of the course project is to acquire hands-on experience of computational modeling. Each student will program a model and investigate its behavior. The ambition level will depend on past modeling experience and programming skills. Because this is an interdisciplinary course, the prior knowledge is expected to vary greatly from student to student. Lack of prior experience is not an obstacle to taking the course. The instructor will work with each student to specify a project that is suited to his or her skill level. The important point is that each student stretches his or her modeling skills in the course of the semester.

**Goal of Project** Modeling begins with a choice of something to model. The most straightforward target for cognitive science modeling is a person performing a task of some (perhaps very simple) sort. However, any system is potentially a target for modeling: brain modules, social networks, sand piles, anthills, economic markets, species, and so on. The requirements are that (a) the system is complex (and any scenario involving humans doing tasks counts as complex, no matter how simple the task); (b) there is empirical research on the system, so that there is easily accessible information about the system’s behavior; (c) there should be something interesting about that behavior, like a regularity or other type of finding that can be an interesting target for modeling; (d) the behavior of the target system changes over time (think learning curves, stock market fluctuations, etc.), so that a part of the
modeling work is to think about possible change mechanisms, one of the themes of the course. If the student cannot think of an appropriate modeling target, the instructor will assign one.

**Execution** Each class period will be devoted, in part, to a discussion of the readings, but also to instruction in modeling. The instructor will break down model construction into a series of steps. Students with advanced modeling skills need not follow these exactly, but students with less prior skills will benefit from doing so. The steps/topics are listed along with the readings for each week. The steps will be explained in lecture format, and then illustrated or exemplified by the instructor building a simple model alongside the students.

The models will preferably be written in the Python programming language. Alternatives include Lisp and Prolog. For students who do not know these languages, or do not have any prior programming experience, the instructor will make special accommodations.

The purpose of a model is to reproduce the target system’s behavior. When the program runs, it should behave in the same way as the targeted system, at some level of granularity. Qualitative comparisons (curve fitting etc.) are desirable, but they are not always possible. The nature of the comparison depends on the nature of phenomenon or the types of changes in behavior over time. Preferably, the model should mimic the target system in such a way that it becomes understandable why the system exhibits the phenomenon or the changes in question.

**Criteria for Successful Completion** At the end of the semester, the student should submit three files as attachments to an email to the instructor. The first file should contain the Python code for the model. There should be enough comments for the instructor to understand the code. This file should be in such a form that the instructor can run the model as is.

Second, the student should submit a file that documents of least two runs with the model, exhibiting different behaviors, either across conditions or over time. The format of this file can vary, depending on the type of behavior modeled. For example, the runs might be documented by submitting a graph of the model’s behavior.

Finally, there should be a third file with a 2-page text that explains how the model works, and how the model clarifies the modeled phenomenon, regularity, or change over time.

The three files should be submitted to the instructor on or before 5 pm on the last day of classes.

**Grading of Project** The modeling project can be aligned with the student’s own research and/or other coursework, but it has to require work that is unique to this
course. Submitting modeling work done in another context contradicts the idea that the course should provide additional modeling experience.

Students can work individually or in teams of two. Larger teams are not allowed, unless there is some specific reason for an exception.

The students are encouraged to talk to each other about their modeling projects, to help each other, and to seek advice and input from the instructor. A portion of the class time each week will be devoted to issues and questions that come up in the various modeling projects.

As the semester unfolds, the instructor will ask students to volunteer to give brief reports on what they are working on. Due to the number of students, not all students will be able to do this. To encourage very preliminary reports, the grade on the project is based solely on the quality of the final report.

**Reading List**

The readings will be posted on the Blackboard site for the course and can be downloaded from there. There will be 1-3 readings per week. Many of the articles are exceedingly long. The instructors will issue readings instructions that identify the essential parts of the texts, point out sections that can be skipped etc. The readings will be discussed in class.

**BEGINNINGS**

**Week 1:** Origin and history of Cognitive Science. What are the essential characteristics and long-term goals of research in the cognitive sciences, especially cognitive psychology and artificial intelligence? Preliminary review of some basic concepts. Overview of course, practical matters, etc.

Readings:


**Week 2:** Computational models of intelligence. Modeling as a research practice. Essential features of computational models. Basic steps in building a computational model. General intelligence: The first theory.


INTELLIGENCE AS THE ABILITY TO PERFORM COMPLEX TASKS

Week 3: General intelligence through so-called weak methods. Problem spaces and search strategies. How does the 1970 theory hold up?


Week 4: Bounded rationality. Cognition is constrained by computational capacity limits. Working memory as example. Computational complexity in AI.


Week 5: Knowledge and expertise. Rule-based systems. How much knowledge is enough?


Week 7: Pulling it all together; cognitive architectures as models of general intelligence. How are the proposed architectures similar or different? Can current architectures reach general intelligence? How to evaluate and choose among architectures?


INTELLIGENCE AS THE ABILITY TO UNDERSTAND AND REASON


**Week 10:** Abduction.


**Week 11:** Explanatory Coherence


**Week 12:** Theory change in science. How do scientists do it?


**INTELLIGENCE IN PHYSICALLY REALIZED AGENTS**

**Week 13:** Embodied cognition. Living in a body; models of perception and motor action; implicit vs. explicit cognition. Brain in a vat? Cognitive architectures as models of brains.


**Week 14:** Robotics; models of autonomous agents; the contribution of cognitive science to robotics.


**INTELLIGENCE AS AN EMERGENT PROPERTY OF AGENT NETWORKS**

**Week 15:** Multi-agent networks. Communication; social networks; models of social creativity and innovation. Small world phenomena.


(End)