Human reversal learning under conditions of certain versus uncertain outcomes
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ABSTRACT

Reversal learning tasks assess behavioral flexibility by requiring subjects to switch from one learned response choice to a different response choice when task contingencies change. This requires both the processing of negative feedback once a learned response is no longer reinforced, and the capacity for flexible response selection. In 2-choice reversal learning tasks, subjects switch between only two responses. Multiple choice reversal learning is qualitatively different in that at reversal, it requires subjects to respond to non-reinforcement of a learned response by selecting a new response from among several alternatives that have uncertain consequences. While activity in brain regions responsible for processing unexpected negative feedback is known to increase in relation to the hedonic value of the reward itself, it is not known whether the uncertainty of reinforcement for future response choices also modulates these responses. In an fMRI study, 15 participants performed 2- and 4-choice reversal learning tasks. Upon reversal in both tasks, activation was observed in brain regions associated with processing changing reinforcement contingencies (midbrain, ventral striatum, insula), as well as in neocortical regions that support cognitive control and behavioral planning (prefrontal, premotor, posterior parietal, and anterior cingulate cortices). Activation in both systems was greater in the 4- than in the 2-choice task. Therefore, reinforcement uncertainty for future responses enhanced activity in brain systems that process performance feedback, as well as in areas supporting behavioral planning of future response choices. A mutually facilitative integration of responses in motivational and cognitive brain systems might enhance behavioral flexibility and decision making in conditions for which outcomes for future response choices are uncertain.

© 2011 Elsevier Inc. All rights reserved.

Introduction

The ability to shift choice patterns under changing reinforcement contingencies represents a type of cognitive flexibility that is essential for daily living. Reduced cognitive flexibility is characteristic of several psychiatric and neurologic disorders, including schizophrenia (Floresco et al., 2009), obsessive-compulsive disorder (Rosenberg et al., 1997), autism (Mosconi et al., 2009), Parkinson's disease (Cools et al., 2007), and Huntington's disease (Lawrence et al., 1999). Clarifying the component processes that support cognitive flexibility and their neural substrates is thus important not only for neurocognitive models of behavioral control but for laying a foundation for clinical research as well.

Reversal learning tasks are a widely used tool for assessing behavioral flexibility (Ghahremani et al., 2010; Gläscher et al., 2009; Ragozzino et al., 2009). Such tasks assess the ability to acquire a behavioral strategy using performance feedback, and to change or “reverse” that response set to an alternative option when the previously rewarded response is no longer reinforced. In a standard 2-choice reversal learning task, participants are presented with two response options (Boulougouris and Robbins, 2009; McAlonan and Brown, 2003; Palencia and Ragozzino, 2006). After participants learn to choose the correct response over multiple trials using performance feedback, the reinforcement contingency is changed without warning. At this point, participants receive unexpected feedback that the previously reinforced response is incorrect, cueing them to switch to an alternative response. In these tasks, once one response is no longer correct, the alternative response is certain to be the correct choice. Previous functional imaging studies of 2-choice tasks have documented that a distributed network of brain regions subserves reversal learning including dorsolateral and ventrolateral prefrontal cortex, orbitofrontal cortex, and anterior cingulate cortex, as well as dorsal and ventral striatum (Ghahremani et al., 2010; O'Doherty et al., 2003). Studies of non-human primates and rodents provide parallel findings, and have clarified the neurotransmitter systems involved in reversal learning (Dias et al., 1996; Kim and Ragozzino, 2005).
Animal and human studies indicate that the ventral striatum is sensitive to changes in reinforcement contingencies (Gregorios-Pippas et al., 2009). When response-outcome contingencies change during reversal learning, subjects expecting ongoing positive reinforcement for learned responses instead receive unexpected non-reinforcement. This feedback elicits a response known as the negative reward prediction error signal in the nucleus accumbens, which is manifested by phasic changes in dopamine signaling (Schultz et al., 1997). Human neuroimaging studies have shown an increase of activation in the ventral striatum in response to unexpected negative feedback (Gläser et al., 2010; Rolls et al., 2008). Error processing signals reflecting a violation of expectancies have also been identified in the human anterior cingulate cortex (Baker and Holroyd, 2009), a candidate region for integrating feedback-related information with action planning, and updating expectations about response-outcome contingencies (Hayden and Platt, 2010; Hillman and Bilkey, 2010).

Shifting behavior to a newly adaptive response during reversal learning also requires inhibition of a previously learned response and the planning of a new response choice. Inhibition of previously rewarded responses is modulated by the orbitofrontal cortex (Budhani et al., 2007). The dorsolateral prefrontal cortex also has been implicated in decisions to inhibit learned responses (Kenner et al., 2010; Velanova et al., 2008). The selection and implementation of alternative motor responses is dependent upon the dorsomedial striatum (Balleine et al., 2007), motor cingulate (Picard and Strick, 1996), and the supplementary motor area (Matsuzaka and Tanji, 1996).

Reversal learning has been examined in multiple-choice as well as 2-choice tasks in rodents using radial-arm mazes and T-mazes respectively (Dong et al., 2005; Hauber and Sommer, 2009). Tasks with multiple response options are fundamentally different from 2-choice tasks because after the response contingency changes, subjects are uncertain about what the next correct response choice will be. Response-outcome uncertainty at reversal might impact function in brain regions supporting feedback processing and those involved in decision making. Responses in brain systems supporting the processing of negative feedback cues may be increased because of the greater relevance of response feedback for future behavior. Activation in brain regions involved in response selection and decision making may also be enhanced because of the need to consider alternative response choices with uncertain outcomes at the reversal. To date, there has been no direct comparison of 2-choice versus multiple response option reversal learning tasks in human neuroimaging research.

In the present study, participants performed reversal learning paradigms with two or four response choices during functional neuroimaging studies. Simple visual stimuli that differed only in their spatial location, and a deterministic feedback schedule (i.e., 100% accurate feedback presented on all trials), were used to minimize demands from other cognitive processes, and to parallel paradigms used in animal models. We examined fMRI activation during flexible transitions in behavioral set under conditions in which the next correct response choice was either certain (2-choice task) or was uncertain (4-choice task), and had to be selected from a trial-and-error search of several options. The primary study aim was to ascertain whether uncertainty of future outcomes at reversal modulated brain activation in the two brain circuits supporting processes crucial to reversal learning, namely ventrostriatal feedback processing systems, and dorsal frontal decision making systems.

Materials and methods

Fifteen healthy young adults (9 females; mean age 25.4 years, SD=4.2 years) were recruited from a sample of community volunteers. Exclusion criteria included any history of significant medical, neurological or psychiatric illness. Participants abstained from caffeine and nicotine for at least 2 h prior to scan sessions. Written informed consent was obtained from all participants. Study procedures were approved by the Institutional Review Board at the University of Illinois at Chicago.

fMRI paradigms

2-choice reversal learning task

Participants were presented with two identical stimuli (one stimulus each on the left and right side of the display screen) and instructed to select the stimulus that was in the correct location by pressing a button corresponding to its location on screen (Fig. 1). Participants held a button box with four buttons placed on their torso with both hands, and used the two outer buttons to indicate their response choice (left hand for stimulus on the left, and right hand for right stimulus choice). Immediate feedback was provided in the form of check marks (correct) or crosses (incorrect), which appeared directly above the stimulus selected until the end of the trial.

Requirements to change response set were imposed by making the other stimulus location the correct response choice. In order to reduce the predictability of the reversal, and therefore the predictability of receiving negative feedback on a given trial, the correct location changed after a variable number (four to six) of consecutive correct responses. Each trial (including presentation of stimulus, participant response, and feedback presentation) lasted for 2.5 s, followed by a 500 ms inter-trial interval during which a blank screen was presented. 180 trials were presented over a fixed task duration of 9 min.

4-choice reversal learning task

In the 4-choice task, participants were presented with four identical stimuli placed along the horizontal axis of the display screen (Fig. 1). They were told to choose the stimulus that was in the correct location, this time using all four response buttons. Two buttons were assigned to each hand. Each of the four stimulus locations had an equal probability of being the correct stimulus choice. The 4- and the 2-choice tasks were similar, with the following two exceptions. First, in order to reduce demands on working memory imposed by having to keep track of which locations were previously determined to be incorrect response choices, feedback for incorrect choices remained on screen until a correct choice was made. This was not deemed necessary in the 2-choice task, for which new response choices following reversal were always correct. Second, this paradigm incorporated a predetermined rate of incorrect trials at the point of reversal. When the correct stimulus location changed, the new correct response choice could be at one of the three alternative locations. To ensure similar rates of non-reinforcement amongst participants at the reversal, the first choice was correct on 15% of trials, the second choice was correct on 33% of trials, and the third and final choice was always correct. The mean duration of feedback presentation was 2.14 s (SD=0.28 s) and 2.13 s (SD=0.29 s) in the 2- and 4-choice tasks respectively. The 2- and 4-choice tasks were presented in counter-balanced order across participants. There was no effect of the order of task presentation on brain activity or behavioral measures reported.

MRI image acquisition

MRI studies were performed using a 3.0 T whole body scanner with a standard quadrature coil (Signa, General Electric Medical System, Milwaukee, WI). Functional images were acquired using a single shot gradient-echo echo-planar imaging sequence (15 axial slices; TR=1000 ms; TE=25 ms; flip angle=90°; slice thickness = 5 mm; gap = 1 mm; acquisition matrix = 64×64; voxel size = 3.12 mm×3.12 mm×5 mm; field of view (FOV) = 20×20 cm²; 540 images). This protocol provided a field of view typically extending from the dorsal neocortex through most of the cerebellum, and therefore covered the neocortical and striatal regions of primary interest. Anatomical images were acquired with a 3D volume inversion recovery fast spoiled gradient-recalled at steady state pulse sequence
Event-related fMRI analyses were carried out using FSL 4.1.0 (FMRIB Software Library; Smith et al., 2004) within the FEAT tool (fMRI Expert Analysis Tool). Brain Extraction Tool (BET) software was used to remove non-brain tissue from each participant's structural images (Smith, 2002). MCFLIRT motion correction was applied to functional datasets (Jenkinson et al., 2002). A high-pass temporal filter with a cut-off of 100 ms was applied to the data. Spatial smoothing was conducted using a Gaussian kernel of full-width half-maximum 6 mm. Functional data were registered first to the high-resolution structural scan and then transformed into standard MNI (Montreal Neurological Institute) space using the MNI152 template.

Modeling of activation responses
The time of onset of performance feedback, which immediately followed response choices, was used to identify trial-wise events of interest in the functional time-series data. Non-reinforcement at reversal elicited negative feedback processing, and cued the need for a new response choice. To control for differences in the number of reversals completed by each participant in the 2- and 4-choice tasks, the minimum number of sets completed for each participant in either of these two tasks (which did not differ significantly across participants) was used for both tasks; subsequent trials in the task with the greater number of sets completed were dropped. The mean number of reversals was 26 and 23 in the 2-choice and 4-choice tasks respectively. Imaging results were similar when data from all reversals from all participants were included in the analyses. The following epochs of the time-series data were modeled in both the 2-choice and 4-choice tasks: (1) the first instance of non-reinforcement for a learned response (indicating that participants' previous response set was no longer correct), and (2) expected reinforcement of correct responses (i.e. reinforcement of the second consecutive correct response and all later correct responses in a set). A double-gamma hemodynamic response function was applied to each model.

In order to examine brain activation related to processing unexpected non-reinforcement and planning a behavioral reversal, differences in response to unexpected non-reinforcement and expected reinforcement were contrasted separately for the 2- and 4-choice tasks. To identify differences in reversal learning when the outcomes of new response choices were certain and uncertain, the within-subjects difference in response to unexpected non-reinforcement relative to ongoing positive reinforcement was contrasted between the 2-choice and 4-choice tasks. For all fMRI analyses, Z-statistic images were thresholded at $Z > 2.5$ and evaluated for statistical significance using a cluster threshold that preserved an experiment-wise Type 1 error rate of $p < .05$ using Gaussian random field theory.

Results

Imaging results

Activation during 2- and 4-choice reversal learning tasks
Non-reinforcement of learned responses relative to expected reinforcement of correct responses led to similar regions of activation in both the 2-choice and 4-choice tasks. Significant activation in both tasks at reversal trials was seen bilaterally in the ventral striatum, midbrain, thalamus, anterior insula, dorsal anterior cingulate, orbito-frontal cortex, dorsolateral prefrontal cortex, posterior parietal cortex, motor cingulate, frontal eye fields, lateral extrastriate, visual cortex, and in the right superior temporal gyrus (Table 1; Fig. 2).

Comparison of 4- versus 2-choice reversal learning
The 4-versus 2-choice reversal learning tasks were compared to identify brain regions that were preferentially involved when reversing a learned response to an alternative response with uncertain versus certain outcomes (Table 2; Fig. 3). The increase in activity during unexpected non-reinforcement of a learned response relative to ongoing reinforcement of learned responses was greater in the 4-choice than 2-choice task in the bilateral ventral striatum, midbrain, thalamus, anterior parietal cortex, motor cingulate, frontal eye fields, and precuneus.
We also conducted analyses aiming to identify brain areas in which response to ongoing reinforcement was greater than that for unexpected non-reinforcement. In both the 2- and 4-choice tasks, bilateral subgenual anterior cingulate cortex, posterior cingulate cortex and ventromedial prefrontal cortex were activated more during expected reinforcement than in non-reinforced trials. Additional regions were active in the 4-choice task, including the left orbitofrontal cortex, middle temporal gyrus, lateral extrastriate cortex, right insula, and bilateral hippocampus. Direct comparison of where unexpected non-reinforcement elicited greater activation relative to ongoing expected reinforcement in the 2-choice than 4-choice task showed significant activation in bilateral posterior parietal cortex, right frontal pole, right posterior middle frontal gyrus, right amygdala, and left middle temporal gyrus. These effects were due to modest activation in the 2-choice task and somewhat greater deactivation in the 4-choice task (see Appendix A for supplementary materials, Fig. A.1).

In addition to examining the difference between unexpected non-reinforcement and expected reinforcement for each task, we also examined brain activation in response to non-reinforcement whilst covarying for effects in trials in which positive reinforcement was

---

**Table 1**

Regions in which activation was greater in the 2-choice and 4-choice reversal learning tasks for unexpected non-reinforcement than for expected positive reinforcement of a learned response (all co-ordinates in standard MNI space).

<table>
<thead>
<tr>
<th>Region</th>
<th>Hemi</th>
<th>2-Choice task</th>
<th>4-Choice task</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Max. t-value</td>
<td>Max. t-value</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Co-ordinates (MNI)</td>
<td>Co-ordinates (MNI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>x y z</td>
<td>x y z</td>
</tr>
<tr>
<td>Ventral striatum</td>
<td>R</td>
<td>3.35</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>−12</td>
<td>−12</td>
</tr>
<tr>
<td>Midbrain</td>
<td>R</td>
<td>5.27</td>
<td>4.60</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>5.27</td>
<td>4.60</td>
</tr>
<tr>
<td>Thalamus</td>
<td>R</td>
<td>6.06</td>
<td>6.06</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>6.06</td>
<td>6.06</td>
</tr>
<tr>
<td>Anterior insula</td>
<td>R</td>
<td>6.06</td>
<td>6.06</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>6.06</td>
<td>6.06</td>
</tr>
<tr>
<td>Anterior cingulate cortex, dorsal</td>
<td>R</td>
<td>5.65</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>Orbitofrontal cortex</td>
<td>R</td>
<td>2.81</td>
<td>2.81</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>2.81</td>
<td>2.81</td>
</tr>
<tr>
<td>Dorso lateral prefrontal cortex</td>
<td>R</td>
<td>4.46</td>
<td>2.84</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>2.84</td>
<td>2.84</td>
</tr>
<tr>
<td>Posterior parietal cortex</td>
<td>R</td>
<td>4.43</td>
<td>4.43</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>4.43</td>
<td>4.43</td>
</tr>
<tr>
<td>Motor cingulate</td>
<td>R</td>
<td>5.70</td>
<td>4.14</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>4.14</td>
<td>4.14</td>
</tr>
<tr>
<td>Frontal eye fields</td>
<td>R</td>
<td>5.31</td>
<td>5.31</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>5.31</td>
<td>5.31</td>
</tr>
<tr>
<td>Superior temporal gyrus</td>
<td>R</td>
<td>3.70</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>3.53</td>
<td>3.53</td>
</tr>
<tr>
<td>Lateral extrastriate cortex</td>
<td>R</td>
<td>6.37</td>
<td>5.53</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>5.53</td>
<td>5.53</td>
</tr>
<tr>
<td>Visual cortex</td>
<td>R</td>
<td>5.26</td>
<td>4.17</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>4.17</td>
<td>4.17</td>
</tr>
</tbody>
</table>

---

Fig. 2. Activation observed in the 2-choice and 4-choice reversal learning tasks, for the contrast of unexpected non-reinforcement versus expected positive reinforcement of a learned response.
provided. This was done in order to identify regions where activation related to non-reinforcement was significant in both tasks, but not differentially in the 2- and 4-choice tasks. Noteworthy observations from this analysis include: 1) activation in the dorsal anterior cingulate cortex was observed in both 2- and 4-choice tasks in response to non-reinforcement; 2) significant activation in the posterior cingulate cortex was seen bilaterally only in the 4-choice task at non-reinforcement; and 3) activation in the orbitofrontal cortex was seen bilaterally only in the 4-choice task at non-reinforcement and with changing response set. Activation was observed in regions involved in feedback processing, such as ventral striatum, midbrain and insula, as well as in areas involved in visual attention and response planning, including frontal eye fields, motor cingulate, dorsolateral prefrontal cortex, posterior parietal cortex, and dorsal anterior cingulate cortex. Activation in ventral striatum, midbrain, and in specific frontal and parietal regions was significantly enhanced - reversal in the 4-choice relative to the 2-choice reversal learning task.

Previous studies have established that prediction error signals scale in relation to intrinsic properties of rewards such as their magnitude and hedonic value (for a review, see Schultz, 2010). The present findings complement and extend those observations by showing that when response outcomes of future behavioral options are uncertain and consequently when there is greater behavioral relevance of non-reinforcement of learned responses, the response in brain regions known to manifest performance-related error signals is enhanced. This increased processing in reward circuitry may have facilitated the enhanced activation in higher-order cognitive systems that are crucial for reversal learning, including dorsal frontal regions that support the updating of response-outcome relationships and flexible behavior (Ghahremani et al., 2010; O’Doherty et al., 2003).

Feedback processing

The ability to appropriately respond to unexpected non-reinforcement, which cues participants to change a learned behavior to a newly adaptive response set, is crucial for reversal learning. Animal studies have demonstrated that when reinforcement is expected but not received, there is a depression of phasic dopamine firing in the nucleus accumbens, referred to as the negative reward prediction error signal (Schultz et al., 1993). This signal is thought to propagate throughout ventral striatum, and prefrontal and cingulate cortices, via projections from dopaminergic neurons in the ventral tegmental area (VTA; Schultz et al., 1997). This process is believed to serve an important role in facilitating adaptive behavior based on performance feedback. The relevance of this mesencephalic-ventrostriatal-frontal circuitry for reversal learning is demonstrated by observations that lesions of the ventral striatum in both primates and rodents result in perseverative
responding, i.e., repeated selection of previously rewarded responses, despite these responses no longer being reinforced (Clarke et al., 2008; Ferry et al., 2000).

In the present study, during reversal trials in both the 2- and 4-choice tasks when expected reinforcement was not received, increased activation was observed in the midbrain, ventral striatum, and anterior insula. It is important to note the close temporal proximity of initial response planning/enacting and subsequent feedback in our paradigm, which does not allow for a meaningful separation of the haemodynamic responses related to these two task events. However, our findings of activation at reversal in this circuitry are consistent with those of previous studies demonstrating the relevance of these areas processing reward-related motivational signals (Cools et al., 2009; Gläscher et al., 2010; Preuschoff et al., 2008). The midbrain activation encompassed the VTA, which is a source of dopaminergic projections to striatum and neocortex, and is consistent with foci of activation seen in previous human neuroimaging studies of feedback-based learning, including reversal learning (Aron et al., 2004; Ghahremani et al., 2010). However, as the activation included much of the central midbrain, there also may be a contributing role of activity in other monoamine systems. For instance, noradrenergic output from the locus coeruleus has been implicated in the response to novelty and the engagement of cognitive control, both of which are involved in reversal learning (Minzenberg et al., 2008; Palencia and Ragozzino, 2006). The dorsal raphe nuclei send serotonergic projections to both the striatum and frontal cortex, which also is known to modulate the response to performance feedback and reversal learning (Boulougouris et al., 2008; Evers et al., 2005).

At reversal, greater activation in midbrain, ventral striatum and insula was seen in the 4-choice task compared to the 2-choice task. The neural response to unexpected non-reinforcement is known to scale with dimensions that are directly related to intrinsic properties of rewards themselves, such as the magnitude of a reward and its physical salience (for a review, see Schultz, 2010). Although reinforcement cues were identical in physical properties in the 2- and 4-choice tasks, the 4-choice task required the selection of a future response from among alternative response options whose outcomes were uncertain. Thus, our findings extend those of previous studies by suggesting a scaling of the feedback-related error signal with the uncertainty of outcomes of future response selection, and therefore with the behavioral relevance of negative feedback cues. The broader implication of this finding is that as the importance of non-reinforcement cues for planning future behavior increases, responses to negative feedback cues are enhanced in midbrain and ventrostriatal circuitry.

Behavioral flexibility

In addition to processing performance feedback, reversal learning requires the ability to inhibit prepotent learned response tendencies, and to select and engage in newly adaptive behavior. Following the contingency change that signaled the need for behavioral reversal, we observed activation in regions known to be involved in flexible choice behavior, including the anterior cingulate, premotor, prefrontal and posterior parietal cortices.

Activation of dorsal anterior cingulate cortex in both 2- and 4-choice reversal learning tasks is consistent with findings from previous neuroimaging studies of reversal learning in humans (Budhani et al., 2007; Hampton and O’Doherty, 2007; Xue et al., 2008). The dorsal anterior cingulate cortex is believed to play an important role in integrating information related to reward and action selection (Hampton and O’Doherty, 2007; Hayden and Platt, 2010; Hillman and Bilkey, 2010), and in alerting subjects to unexpected events (Alexander and Brown, 2010; Yeung and Nieuwenhuis, 2009). Although activation of the anterior cingulate was observed in the 4- and 2-choice tasks, this region was not more active in the 4-choice task. Thus in this study, the uncertainty of future outcomes did not significantly affect the processing of non-reinforcement or cognitive demands for behavioral reversal in the dorsal anterior cingulate cortex. We also observed recruitment of the posterior cingulate cortex during reversal in the 4- but not the 2-choice task. Previous studies suggest a role for posterior cingulate as an integrative center for decision making processes, and in ordering response choices (Hayden et al., 2008; Woo and Lee, 2007). However, activity in this region was not significantly greater in the 4- than the 2-choice task.

As with the anterior cingulate cortex, activation in the dorsolateral prefrontal cortex was present in the 2- and 4-choice tasks at reversal, but was not more active in the 4-choice condition. These effects at reversal are consistent with many previous studies showing the importance of this region for inhibitory control and decision making (Kenner et al., 2010; Velanova et al., 2008; Xue et al., 2008). The cingulate region that was more active in the 4- relative to the 2-choice task was the motor cingulate cortex (Picard and Strick, 1996). This region supports the higher-order control of motor output, and has been shown to be engaged during reversal of conditioned associations (Paus et al., 1993). The frontal eye fields, another premotor area (Rosano et al., 2003), were also more active in the 4-choice condition at reversal. Like the motor cingulate, the frontal eye fields support motor planning functions, but in addition play an important role in visual attention and spatial cognition (Goldberg and Bruce, 1990). A similarly enhanced activation in the 4-choice condition was seen in the posterior parietal cortex and prefrontal, which also support visual attention processing (Cavanna and Trimble, 2006; Merriam and Colby, 2005).

In the context of widespread interest in the interaction of cognitive and affective/motivational systems, the parallel increase in activation that we observed in dorsal cognitive systems and ventral reward processing systems is of considerable interest. Further research is needed to clarify whether this pattern of co-activation reflects an integrated response of these systems to task demands, or parallel but independent responses. However, there would be several potential advantages to an-interaction of these systems for reversal learning, such as the ability to dynamically alter attentional load based on the relevance of motivational cues, or to recruit higher-order executive strategies to evaluate changing response-outcome contingencies.

Many studies have shown that the level of activation in dorsal premotor and parietal attention systems increases in relation to the behavioral relevance of external cues (Egner et al., 2008; Zenon et al., 2010). Motivational systems might enhance responses in dorsal premotor response planning and parietal attention systems in a bottom-up fashion, and thereby support choice behavior in uncertain circumstances. Such a process would require the scaling of motivational signals in relation to their relevance for future behavior, an effect we observed in the present study. Conversely, or perhaps in parallel, enhanced attention might facilitate processing of reward cues via top-down modulation.

Lastly, the present paradigm was designed to closely approximate 2-choice T-maze and 4-arm radial maze tasks that are widely used in studies of reversal learning in rodents. Thus, approaches like those taken in the present study may facilitate the development of translational methodologies between animal and human models, which are needed to enhance understanding of reversal learning from regional neurophysiology and neurochemistry to complex choice behavior, as well as to guide clinical research.

Conclusions

Reversal learning when future choices have certain and uncertain outcomes has not previously been compared in humans. Our results suggest that whilst there exists a core network of mesencephalic, fronto-striatal and parietal attentional systems supporting reversal learning, uncertain consequences of response choices enhance the magnitude of activity in several brain regions during behavioral reversals. The increased activity in midbrain-ventrostriatal feedback processing systems may play a role in modulating activity upstream in attention
and motor planning areas, which could benefit the selection and planning of future behavior. Via such a mechanism, enhanced performance-related error signals could provide bottom-up drive to facilitate attentional, inhibitory and motor planning processes when outcomes of future response choices are uncertain. Studies of reversal learning thus offer a promising platform for advancing the understanding of the interaction of affective/motivational and cognitive brain systems, and its relevance for supporting flexible adaptive behavior.
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